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**Introduction**

“Data is the new oil”.[[1]](#footnote-2) First coined over ten years ago, this simple phrase reflects an increasingly complex landscape of advancements in technology such as 5G networking, cloud computing,[[2]](#footnote-3) big data analytics,[[3]](#footnote-4) and, central to this paper, artificial intelligence and machine learning.[[4]](#footnote-5) Combined, these technologies continue to usher the global economy into an unprecedented and ‘*paradigm shifting’*[[5]](#footnote-6) ‘age of data’.[[6]](#footnote-7) What this means is that, across industries there is an increasing reliance on data based digital services to perform tasks that would typically be managed offline. This spans from sectors such as advertising, as in, the algorithmic curation of an individual’s news feed,[[7]](#footnote-8) to the finance sector, where use of the similar computer models may be used to assess a client for a mortgage and /or loans.[[8]](#footnote-9)

In this age, large amounts of personal and non-personal data, including name, date of birth, online identifiers, location data, social media, marital status, schooling history, housing history, health data, immigration data etc,[[9]](#footnote-10) are continually extracted to aid business processes. This is known as ‘Big data’.[[10]](#footnote-11) Joined by its corresponding technologies, data has thus become the ‘new oil’ a vital, seemingly endless and indispensable resource aiding businesses in their working operations.[[11]](#footnote-12)

Following this, As reported by Cisco,[[12]](#footnote-13) the financial services sector continues to be the largest user of these technologies. This comes as no surprise, as the growth of the financial sector has been said to be synonymous with technological growth.[[13]](#footnote-14) This is exemplified through financial technology (FinTech) products such as digital currencies amd blockchain technology.[[14]](#footnote-15) A format of this is additionally seen in the use of ‘robo- lenders’-automated, usually ai powered software that make use of borrower’s personal data, both financial and social,[[15]](#footnote-16) to estimate their credit worthiness in order to determine their access to finance. The use of automated lenders has very quickly become the norm in the UK financial sector.[[16]](#footnote-17)

On the one hand, this insight may echo the seemingly fictional fear of ‘algorithmic governance’,[[17]](#footnote-18) an apocalyptic scenario where smart computers, in this case, robot lenders, determine finance access, without recourse in situations of unfavourable outcomes.[[18]](#footnote-19) In this case, one would not be wrong, as related risks of intelligent algorithms, or AI are regularly published and warned against by scholars and regulators alike.[[19]](#footnote-20) Risks such as the discriminatory bias of algorithms, the lack of transparency of assessment models and the concern for the degradation of personal data in light of excess data mining.[[20]](#footnote-21)

On the other hand, financial services providers may continue to utilise the full or partial use of sophisticated algorithms to calculate credit risk, as a celebration of innovative development in its own right, given the innovative history of the sector.[[21]](#footnote-22) Moreover, It is widely reported that this method creates financing opportunities for underserved markets,[[22]](#footnote-23) introduces efficiency to an otherwise slow process, and garners large investments for continued innovation, internal structures and industry standard setting.[[23]](#footnote-24)

Nonetheless, the associated risks of AI decision making continues to balloon into a greater issue, forcing governments all around the world to pay close attention to statutory and regulatory solutions.[[24]](#footnote-25) With the continued growth and investment into ‘fin-tech’ operations, these risks are as urgent as they are permanent. The task of governments globally is to create regulatory frameworks that can balance innovation with protection. In the UK for example, in order to tackle the growing risks, a mix of statute and regulatory solutions have been employed.[[25]](#footnote-26) Amongst these can be seen the Information commission (ICO), the financial Conduct Authority (FCA) and of central importance to this paper, the General Data Protection Regulation UK (UKGDPR).

The aim of this essay is to determine the extent to which the legal framework of the UK adequately responds to the data protection risks of automated/AI credit risk assessors. To this end, this paper is divided into four headings. The first concerns the development of lending algorithms and clarifies the terms to be used in the rest of the essay. The second heading addresses in greater detail, the highlighted risks of opacity, discrimination and data insecurity in data mining. Part 3 focuses the central analysis, measuring the extent to which the UKGDPR responds to these risks. Finally, heading four presents’ proposals for strengthening the UK regulatory framework all-round, in order to address said risks, after which the essay draws a conclusion of the explored points.

**S.1 Automated Credit Risk Assessment: Key Terms and Development**

This section first seeks to track the development of the use of automated decisions making the credit assessments of the financial sector. Next it will explain key terms in order to facilitate understanding for the rest of the essay.

To begin, Concerning the development of automated credit assessment, It is well known that in the financial sector, the development of automating business decisions is not new.[[26]](#footnote-27) For example, the use of computerised tools to assess burrower risk in loaning decisions has gone on since the 1940’s development of credit scoring models.[[27]](#footnote-28) In this past, credit risk was calculated based on algorithmic models which factored in data sets, financial and non-financial, such as marital status and gender.[[28]](#footnote-29)

The difference now, and the reason why automated credit models are increasingly reported to be risky, is because contrary to the less advanced models of the past, current credit risk models having developed in tow with the rise of ‘big data’ processes, thus drawing on exponentially larger and more varied sources of data to produce their outputs.[[29]](#footnote-30) This is called data mining.[[30]](#footnote-31) In the current period, the central issue of credit risk algorithms is that data continues to be mined in large, varied and vacuous amounts, suggesting that all of a person’s ‘digital footprint’ is examined by these in human models, and defining access to the key societal resource of debt finance. [[31]](#footnote-32)

While the overall positive impact of this development is celebrated both in and out of the financial sector, the technology continues to accelerate and thus risks continue to ballon. The key risks of automated credit assessment to be weighed in this essay include discriminatory profiling, transparency issues concerning ‘black box’ processes, and the risk of surveillance society at the rate of current data mining.

Next, the key terms utilised throughout the essay will be outlined. First, the term ‘automated decision making’ is not a monolithic concept. This term covers both algorithmic decisions making, and Artificial intelligence operations. Central to these two processes is that they make use of large data, or ‘big data’ as previously seen, in order to analyse, extract and draw conclusions to supplement, or solely make decisions/ produce output.[[32]](#footnote-33)

Following this, Algorithmic decision making relates involves the use of computational methods to manipulate data in order to either make decisions or supplement human decision making.[[33]](#footnote-34) It is thus divided into two kinds. This manipulation involves collecting, storing and processing large volumes of customer and business data in order to carry out decisions central to business operations. An example can be seen in simple search engine processes on catalogue websites. As opposed to machine learning powered AI, this form does not generate new output.

Artificial intelligence (AI) on the other hand, covers many forms and as such has no central definition. Given this, it may refer to the ‘theory and technological developments’[[34]](#footnote-35) of computing that enable the performance of operations that mimic human intelligence.[[35]](#footnote-36) AI may be broadly divided into strong AI, weak AI, Machine learning and deep learning. As the European Commission expert group on AI informs, overall, these forms carry out three central functions: Reasoning and decision making, learning (such as machine learning) and robotics.[[36]](#footnote-37) For the purpose of this paper, only the first two will be relevant.

While both algorithmic operations and AI will be analysed as ‘automated decisions’, AI relates to algorithmic operations in that it is also a computer science field but differs in that it takes on more advanced functions (such as data analytics across large data sets to determine fraudulent behaviour)[[37]](#footnote-38) and seeks to model human intelligence, in particular, modelling a sense of ‘logic and rationality’, as related to decision making.

In addition, throughout the essay, the terms; credit risk assessment, AI credit modelling, Automated credit risk assessment, AI credit scoring, credit scoring, sophisticated credit modelling, and all similar sounding terms, will be used to refer to the same phenomena- the use of deep learning/ machine learning technologies, utilising big data, to estimate the borrowing risk of a client.[[38]](#footnote-39)

**S.2 Related Risks of Robo-lending**

This section analyses the risks of AI credit rating at the centre of this essay, namely, transparency or opacity risks, discriminatory risks and data insecurity risks.

To begin with, a key risk of AI credit modelling is the lack of transparency that is sometimes inherent to the models used. In a House of Lords publication on artificial intelligence, it is reported that AI forms like deep learning, may generate unexplainable outputs.[[39]](#footnote-40) This phenomenon in the context of credit evaluation is otherwise known as ‘black box’ output. This may be seen in situations where a borrower may be rejected a loan or deemed ‘bad credit’ due to unexplainable and thus unknowable variables assessed.

The effect of this may be seen in two folds. As a first example, this may be related to the discrimination issue, where a lending decision is made against a member of a discriminated group, but due to the opaqueness of process, investigation cannot be conducted, thus denying justice to the applicant, and an operations maximization opportunity to the lender.

Another instance of the impact of this is risk is that it may be on the borderline of illegal activity, as, in countries like the UK where data protection standards are high, the level of transparency required is bypassed by these models. It is reported that banks are in the pilot phase of establishing these models. It poses a ballooning risk if not addressed at this crucial time. A window of sorts.

Next, another risk posed by AI or automated lending models is that they may amplify the discriminatory biases of society. In a general sense it has been well studied by scholars such as Noble, in her book *algorithms of oppression,* that AI models reinforce negative and discriminative stereotypes of groups of people such as black and minority groups.[[40]](#footnote-41) In the field of AI credit assessment this manifests as the denial of singled out groups of people from accessing debt finance for conducting ie business credit, mortgage payment etc at the same level and ease as their non discriminated counterparts.[[41]](#footnote-42)

The wider effect of this is the potential blocking out key groups from financial services, reinforcing lower standards of living and continuing bias. Nonetheless, it has been argued that contrary to popular belief, intelligent credit models *reduce* levels of credit discrimination, as the bias is stronger in cases where loan vetting is done by humans.[[42]](#footnote-43) This argument, while insightful, fails to consider that while humans may be more biased in credit assessment, the fact that lending models have been built off these biases, and continuously perpetuate them, suggests that any ‘equalising benefits’ of the automated lenders is easily outweighed.

The final risk of automated lending to be analysed in this essay is the risk of data insecurity inherent to data mining. It is aged practice that credit assessments require a broad range of data spanning from financial data such as credit history and income, to non-financial data such as gender, marital status and home location area.[[43]](#footnote-44) This is heightened by the introduction AI and machine learning technologies as they depend on data mining- the process of continually extracting and analysing large data sets in order to have the ‘data bank’ which facilitates its generative output. [[44]](#footnote-45)The consequence of this dependence on data sets is that financial firms are now more vulnerable to data leaks and breaches, where the financial information of their clients is exposed, either due to cybercrime or vulnerable data security / algorithmic systems,[[45]](#footnote-46) leading to problems like fraud and identity theft, market manipulation and wider impact on the economy, such as loss of trust In the banking system,[[46]](#footnote-47) as well as high costs to the banking firms.[[47]](#footnote-48) For example, in 2014, following its integration of computerised ways of managing its data, banking firm JP Morgan experienced a data breach,[[48]](#footnote-49) caused by a exploitation some vulnerabilities of its algorithmic systems. The personal data of over 80 million of its clients, including their names, social security numbers, emails and mailing addresses were exposed, leaving openings for hackers and issues of identity theft.[[49]](#footnote-50) These examples highlight the risk of data security, that grows as banking firms continue to integrate disruptive and data intense technologies such as artificial intelligence in a range of finance operations including credit risk assessment. Nonetheless, in the face of the explored risk, it is well reported that data mining benefits the process of credit risk modelling as it is more efficient than other methods to delivering services,[[50]](#footnote-51) enabling firms to offer more and manage more customers.

To counteract this, the UK government has introduced limits on the kind of data that can be mined. However, in this age of machine learning and advanced credit models, financial firms bypass this measure by mining other forms of data, seemingly unrelated, but suggestive of credit risk.[[51]](#footnote-52) These go as far as examining a borrowers shopping activity, social media use, and levels of interaction with their networks.

In summary, this section has overviewed the growing risks central to the development of automated lending. The next section aims to weigh these risks against the UK’s data protection tool, the General Data Protection Regulation.

**S.3 Analysing the strength of the GDPR against the Risks of Robo-lending**

The General Data Protection Regulation (GDPR) is the recent Data Protection regulation developed by the EU. It is maintained by the UK, with minimal changes, to correspond with the ‘adequacy’ measure of the EU’s policy of maintaining their standard of data protection with third countries.[[52]](#footnote-53) As such, the GDPR, or more specifically, the ‘UK GDPR’ is the presiding law of data protection in the UK. On the one hand, as the UK is known to be at the forefront of data economy innovation,[[53]](#footnote-54) the GDPR has been praised to be the ‘most developed data protection law currently in force’.[[54]](#footnote-55) This underscores the significance of the following analyses beyond a jurisdictional choice as it may be argued that the GDPR essentially reflects the state of data protection regulation on a more global scale.[[55]](#footnote-56)This section aims to weigh the prior explored risks of robo lending against the protections of the UK GDPR. Regarding terms, this section will use UK GDPR and GDPR to refer to the similar regulations, as it focuses both on UK and wider EU application.

To begin, it will be determined the extent to which the GDPR grapples with the transparency issue of robo-lending. As discussed, automated lending gives rise to transparency issues, arising from processes concluded by ‘opaque’[[56]](#footnote-57) and complex credit models which, in calculating borrower risk, deliver unintelligible complex reasonings or none at all. This is known as the ‘black box issue’.[[57]](#footnote-58) This gives rise to issues of trustworthiness, limited recourse to correction, compensation or justice, given that wrongly calculated or ‘hallucinated ‘factors cannot be properly inferred.

This issue can be said to be clearly relevant to the scope of the GDPR, given that the theme of transparency is one of its three building blocks.[[58]](#footnote-59) This principle is one formulated to facilitate the exercise of the autonomy of the data subject by facilitating informational access regarding personal data and data processing purposes of the controller, otherwise consolidated into the ‘right to be informed’.[[59]](#footnote-60) Good transparency practice by a firm reflects accessible provision of certain information as contained in articles 13 and 14. Further, where the firm or controller engages in processes with legal or similar effects,[[60]](#footnote-61) the information must meaningfully include the logics of the decision, its significance, and any consequences the data subject may face.[[61]](#footnote-62)

Next, in application to the automated credit assessment risk of opaque operations, the effectiveness of the GDPR will be examined. On the one hand, other than the critical risk of unexplainable AI, the clear provisions of the GDPR provide simple guidelines on ways that firms can become more transparent regarding their AI augmented practices, suggesting its commitment to fostering transparent practices. Examples include article 14, stipulating the provision of a privacy policy where information such as ai use can be clearly stipulated.[[62]](#footnote-63) Nonetheless, as exemplified by a 2023 report by the Evident AI Index,[[63]](#footnote-64) only 6 out of 50 of top banks assessed, between Europe and the US have incorporated privacy notices or other forms of disclosure that inform the public about their AI integration steps. This shows that despite the clear steps to improving transparency given by the GDPR, in practice it fails to effect change, particularly in the age of AI finance.

This next portion weighs the strength of the GDPR against the discriminatory risks of robo lending. as previewed in the preceding section, AI credit models utilise the profiling of characteristics such as race, religion, age etc. giving rise to discriminatory potential, as the classifications of high risk or low risk factors mirror human biases.[[64]](#footnote-65) In modelling the credit risk of borrowers, this leads to static social groupings reflecting ‘risk’ in historically underserved groups, subjecting them to differential treatment where their access to finance is made more difficult.

Following this, the GDPR article that can be said to apply is article 22, which covers the profiling of individuals. This provision holds that the data subject has the right ‘to not be subject to a **decision** based on **solely automated decisions,** including **profiling**, which produces **legal effects** concerning him or her **or similarly affects** him or her’ (emphasis mine).[[65]](#footnote-66) Here, the regulation takes an approach of prohibition where said decisions have adverse effect on the data subject, in that they assess personal data for i.e., credit, jobs and ‘similarly legal effects’.[[66]](#footnote-67) The exceptions being particular situations, continued under article 22(2) including contract, public requirement and consent.[[67]](#footnote-68) The reasoning here is one of protecting the autonomy of the data subject in engaging such decisions.

To continue, considering the effectiveness of the regulation, it may be argued that the GDPR has only recently become effective to fulfil its purpose, stated as preserving individuals’ autonomy against impactful profiling. This is because there has been seen to be a lack of clarity concerning exactly what kind of decisions are classed as significantly affecting the data subject. While the explanatory notes give examples such as fully automated credit scoring and job applications,[[68]](#footnote-69) given the non-enforceability of the preamble notes, credit scoring was not considered an impactful decision up until 2023.

2023 witnessed a landmark court ruling by the CJEU regarding German credit assessment firm schafa against OQ, german claimant.[[69]](#footnote-70) Here, OQ was denied a loan based on a credit score given by schufa, a german credit rating firm. OQ consequently requested access to her information, as well as erasure, to which schufa provided only a broad explanation. Schufa declined the access request based on the fact that it was a third party who only provided the credit score, of which the german bank used to ultimately make the decision. OQ complained to the supervisory authority, who rejected, leading to the appeal to the court. Here, the court ruled that despite the fact that the german bank made the ultimate decision, Schufa’s credit score valuation constituted a ‘determining role’,[[70]](#footnote-71) and thus a form of automatic decision making according to article 22(1). The impact of this ruling is the introduction of more clarity, allowing for financial firms and their internal or third-party data analytics to be captured by the GDPR, allowing for greater and more accurate enforcement of automated decisions,[[71]](#footnote-72) for both the firms that make the final decisions and specifically, the third-party firms who utilise big data to manage the calculation and/profiling of individuals according to credit risk. Thus, it has been seen that, in the area of profiling/discrimination risks of credit risk modelling, the GDPR which began as ambiguous has developed into an accurate tool, able to keep up with current robo-lending in the face of big data.

Finally, the strength of the UKGDPR in mitigating the risk of data insecurity consequent to data mining will be addressed. As discussed in section 2, data insecurity is the risk of data breach and algorithmic exploitation present to financial firms utilising sophisticated credit models. Data insecurity is brought about by the employment of data mining- the gathering and analysis of large data sets to generate decisioning outputs. Due to financial firms now utilising large volumes of data for their business operations, the data they hold is perpetually at risk of being leaked or otherwise manipulated, giving rise to fraud, loss of firm integrity and market manipulation, affecting the firm and its clients alike.[[72]](#footnote-73)

In order to address this risk, a relevant provision of the GDPR is that of data minimisation. This principle, written for the purpose of data protection, states that personal data shall be *‘****adequate, relevant and limited*** *to what is necessary in relation to the purposes for which they are processed (‘data minimisation’)*’.[[73]](#footnote-74) This means that data controllers, in this case, financial firms, must limit the data they collect to *only* what is needed, for the specific purpose it has been collected for. (purpose limitation principle).[[74]](#footnote-75) The legislative intention of this principle is that data is processed to a minimum so strict that, alongside purpose and storage limitations, disallows data processors from using data that has not been authorised by the data subject,[[75]](#footnote-76) thus preserving the autonomy of the data subject.

In application to the issue of the data mining risks of fintech’s, it is argued that data minimisation applied, finance firms collect less data, and so, at any given time, do not have excess data available for manipulation. [[76]](#footnote-77) This mitigates the data mining risks of leakage for example, since the hackers are known to be more attracted to firms with exploiting storage systems.[[77]](#footnote-78)

Conversely, the weakness of this argument is exposed by the fact that data minimisation as a principle has been part of the GDPR framework since its predecessor, the data protection directive,[[78]](#footnote-79) yet still struggles to be implemented today. Building on this, it is argued instead that while data minimisation may have more effective application in industries such as the medical sector,[[79]](#footnote-80)it is simply *incompatible[[80]](#footnote-81)* to deal with big data utilisation of the finance sector. This view, put forward by scholars such as Zarsky, emphasises the opposition of big data practices versus the minimisation principle.[[81]](#footnote-82) He argues that, as opposed to the medical sector, the finance industry is incentivised to keep data for as long as possible, since, for example, larger data sets model more accurate analysis as pertaining to historical data, consumer behaviour, etc.[[82]](#footnote-83) It has therefore been shown that, against the risks of data mining in the finance sector, the GDPR principle of limitation fails to gain ground because the finance sector is incentivised to keep data.

To conclude, this section set out to evaluate the strength of the UKGDPR against the growing risks of AI credit risk assessment, given as opacity, discriminatory risks and data mining insecurity respectively. The GDPR was highlighted to be an innovative regulation in regard to the world stage. The principles concerned were transparency, profiling and data minimisation. Against opacity risk, it was found that, despite its straightforward steps to building transparency, its enforcement is weak in the current practice of the finance sector. Further, it was found that in regard to discriminatory risks, though unclear at first, through case law it has developed into more accurate effective tool, directly applicable to the practice of AI credit risk modelling, capable of mitigating the risk of potentially discriminatory profiling. Finally, the GDPR principle of data minimisation was found to be almost ineffective in the current fintech climate, given that firms are more incentivised to collect data than store it, to build data bases for analytics in the current age of ‘big data’.

**S.4 Proposals to amend or address highlighted issues**

Continuing on from the prior section, this section aims make recommendations concerning the weaknesses of the GDPR against mitigating opacity, discrimination and data insecurity risks, as well as the risks themselves. This will be treated in a broad approach, highlighting solutions such as legislative supplement, regulatory cooperation and CSR to motivations with the view to funding ethical AI use in the financial sector.

To begin, legislative supplement is one way that the GDPR can be made more effective at mitigating AI credit modelling risks. For example, in regard to the issue of GDPR inefficiency in tackling discrimination, it is suggested by scholars such as Mann, that the GDPR be read together with anti-discrimination law.[[83]](#footnote-84) Her reasoning follows that, as the GDPR and European charter on human rights both focus on the rights of the (data) subject, enforcing anti-discrimination law alongside may form a potent combination for mitigating data/ AI related discrimination.[[84]](#footnote-85) Another way that statute may fill the gap of data subjects’ protection to update the relevancy of the GDPR in the AI age is through the use of supplementary regulation such as the AI regulation of the EU [[85]](#footnote-86) and white paper stage AI regulation in the UK.[[86]](#footnote-87)

Another suggested proposal towards the mitigation of robo lending risks is seen a step down from statute level, in the cooperation of global cooperation of AI regulators and financial regulators. [[87]](#footnote-88) For example, the UK is doing this through the newly formed Digital Regulation Cooperation Forum (DRCF). They are a collective made up of the Information Commissioners Office (ICO), the Competition Markets authority (CMA), the Office of Communications (Ofcom) and the Financial Conduct Authority (FCA).[[88]](#footnote-89) This cooperation exemplifies the kind of cooperation that the increasingly data focused economy may greatly benefit from. Amongst their most recently stated goals, they have stated a focus on tackling the risks of AI, facilitated through their collaboration through greater research access and cross industry enforcement.[[89]](#footnote-90)

The final suggested proposal towards the general treatment of robo lending risks is the increased focus on corporate social responsibility (CSR) in FinTech’s and banking firms more generally. With emerging risks such as cyber security and climate change,[[90]](#footnote-91) given that the risks affect both finance firms and their clients alike, it is becoming increasingly importance to recognise and motivate their sense of public responsibility. One way that this is being done is through increasing focus on banks as stewards of the public.[[91]](#footnote-92) Here, banks take up ethical roles, permeating management and governance structures, responsible investments,[[92]](#footnote-93) and innovative financial products such as green bonds.[[93]](#footnote-94) As they adopt a more ethical and public facing role, it is believed that this will permeate the general data privacy outlook of the sector, leading to higher incentives to i.e. innovate more ethical ways of using private data.

In conclusion, this section has proposed some recommendations towards enhancing the GDPR’s effectiveness, as well as the mitigation of robo-lemding risks in a more general sense. These proposals include legislative supplementation through laws such as anti-discrimination laws to mitigate AI discrimination. Another proposed recommendation is seen in the cooperation of regulatory bodies such as the DRCF towards harmonising enforcement in the digital economy. Finally, incorporating corporate social governance leads to a stronger sense of public responsibility.

**Conclusion**

In conclusion, as a consequence of the disruptive technology of AI/ Machine Learning, the increasing global shift into a more digital economy and the resulting availability and valuation of ‘big data’, many industries are moving with the tides of innovation, to transform their operational processes and adjust to the new risks. The finance sector is no exception, especially given its age-old practice of being at the forefront of technological innovation and investment. At present however, the change is unprecedented and can be said to be a paradigm shift, as such legislation cements itself as a facilitator of change. Given this, the central query of this essay set to determine the strength of the UK data protection legislation, the UK/GDPR, against the growing risks associated with the use of automated or AI credit risk assessment in the finance sector. To this end, the paper was divided into four headings.

The first section explored the development of credit risk assessment. In addition, it discussed key terms that were used throughout in order to facilitate understanding. These terms included automated decisions, algorithms and credit risk assessment, as well as the ways they varied for language’s sake, yet keeping similar meanings. The second heading of the essay addressed the risks of AI credit risk modelling that would be central to the main evaluation against the law, discussing and analysing them. They were given as; ‘black box’ or opacity risks, seen in the unreadability of sophisticated algorithms, discrimination risks, referring to the likelihood of algorithms to reproduce societal biases, and data security risks consequent to ‘big data’ mining.

The third section treated the main analysis of the risks against the UK/GDPR. It was seen that, against opacity, despite being formulated with clear implementation it faces enforcement weakness in current AI banking. In regard to discrimination or profiling with risks of discrimination, it was seen that, though introduced with a level of vagueness, recent case law has enabled clear application in the specific area of credit risk modelling, with detail given to big data analytics. Finally, when weighed against data security risks of data mining, it was seen that the UK/GDPR principle of data minimisation is difficult to enforce in the age of big data banking that is incentivised to build, rather than reduce data sets. As such it was seen that the UK/GDPR is generally weak against the new age of banking. Finally, the fourth section set out proposals to address the analysed risks in a wider sense. These solutions were given as legislation supplementation, regulatory cooperation, and encouragement of CSR initiatives.
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